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Summary

The purpose of this project was to develop an auttve computer application pursuant to softwargiaaering standards
that would support education in the field of consting and operating selected artificial neural wetk topologies. The
project is designed to investigate selected probleaving to do with the generation and operatiopafeptron and radial
network and help to present the networks’ operaprigciples as classification instruments in a cadedentifying flower
varieties for practical purposes.

NEURALNET 2005: KOMPUTEROWY SYSTEM EDUKACYJNY WSPOMAGAJACY
PROCESWYKORZYSTANIA SZTUCZNYCH SIECI NEURONOWYCH W ROLNICTWIE

Streszczenie

Celem pracy byto wytworzenie, zgodnie ze standardaynierii oprogramowania, interaktywnej aplikacji kpoterowej,
wspomagajcej proces edukacyjny w zakresie konstrukcji or&spkatacji wybranych topologii sztucznych sieci
neuronowych w kontékie wykorzystania ich w rolnictwie. Ma ona przyiaiwybrane zagadnienia z zakresu generowania
i eksploatacji sieci typu perceptron i sieci radie] oraz praktycznie zaprezentawaasag dziatania tych sieci jako
narzedzi klasyfikacyjnych na przyktadzie zadania idekdygfi odmian kwiatow.

Introduction was generated with the use $ffatistical Neural Networks
v.6.0 software. With the help of a code generator, the
Noticeably in recent years, neural networks hawendl  resulting C language code was fine-tuned to fitBbdand
a growing number of applications in the generaldfief =~ C++ Builder v.6 programming environment. The next step
agriculture. Promising results have been generated was to build theNeuralNET 2005T system relying on
attempts to use artificial neural networks for thesuch a code as a basis for the resulting applitafidne
classification, prediction, identification and rgoition of  application was tested for both the generated eodeupon
images. These were then applied to design expsteérsg  the construction of its individual modules.
supporting decision-making processes for many seaib
agriculture. As a consequence, agricultural machiaed ®
equipment emerged that do not require human sugenvi
The purpose of this paper was to develop an inigeac
computer application in line with software enginegr ( B algoryten U fazy 1 ) ( o B algorytn U fazy 2 )
standards that would support education in the apédke
construction and operation of key artificial neunatwork
topologies. The idea was to conduct a closer iinyatson
of selectedperceptronand radial network challenges and
find a practical way to present the principle behime
operation of such networks. The program is expetted
help to introduce potential users into the fieldaafificial
neural networks by, among other things, presenthm
most popular algorithms used at the stage of ndétwor
|earning_ [Ropranne dane)

wprovwadE dane

[btedne dane]

dokonaj klasyikadgi
Technology employed to develop NeuralNET 2005
applications

The first stage in the development of the IT systeas ( Bblez mnik s Doy )
to define application specifications. Clear objessi were
identified, the scope of work was defined and dipiaary
description of the program was presented. At desigges,
diagrams were produced with the use of Busejdonfor
UML program to prepare a more detailed descriptiothef
system’s implementatiorBorland C++ Builder v.6 was
selected from among a multitude of available progréng  Fig. 1. Activity diagram for neural networks typeultilayer
tools. A code simulating the operation of neuratweeks perceptron (MLP)

®

Created with Poseidon for UML Community Edition. Mot for Cammercial Lise.
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Description of the NeuralNET 2005 I T system

Codes simulating the operation of artificial néura (

networks were generated by means Sttistica Neural
Networks v.6.0modules and by means of a C code
generator embedded in ti®tatistica package. All of the
networks learned with the use of orris learningrsatle up
of three orris speciessetosa, virginic and versicolor
collected and described byisher (1936), the first
researcher to tackle the problem of orris classif.
Based on research material made up of 150 flowe
specimens representing three orris categorieseF&iught

to develop a method of distinguishing each of theed
categories from the remaining two. Each of the 8swvas
described in terms of four attributes:

1. sepal length,

2. sepal width,

3. petal length,

4. and petal width.

|
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Created with Poseidon for UML Community Edition. Not for Commercial Use.

The perceptron networks were comprised of founinp Basic Function (RBF)

input layers, a hidden 10-unit layer and an oufuaturon
layer producing one response. Phase one incorpbife

propagation of errors, the learning speed coefficieas set
at0.1.

In their hidden layer, radial type networks held 8
areas, phase two: 500. Entropy was used to clagisify neurons. The classification of error function wasoa
error function. In the algorithms of back and fastcarried out with the use of entropy.

Fig. 2. Activity diagram for neural networks typgeadial

The resulting networks had the following charastars

showed in table 1.

Table 1. Features of generated neural networksilegaby a combination of methods and algorithms

Network type AlS;);IjtanS ?ualit_y of Qu_ality €] Learning error VETIEIE
lear ning earning validation error

MLP BP-BP 0.973684 0.918919 0.194796 0.356116
MLP BP-FP 1.000000 0.945946 0.041189 0.276641
MLP BP-GS 0.960526 1.000000 0.231350 0.036083
MLP FP-BP 0.986842 1.000000 0.143987 0.081848
MLP FP-FP 0.973684 0.918919 0.259964 0.332766
MLP FP-GS 0.973684 0.945946 0.224705 0.251427
MLP GS-BP 1.000000 0.918919 0.160771 0.298451
MLP GS-FP 0.763158 0.621622 0.545352 0.632984
MLP GS-GS 0.960526 0.945946 0.347597 0.348281
RBF LOS-RD 1.000000 0.891892 0.086952 0.674311
RBF LOS-IZ 0.973684 0.945946 0.199117 0.243707
RBF LOS-KN 0.921053 0.972973 0.322624 0.280369
RBF KS-RD 0.973684 0.837838 0.237046 0.219635
RBF KS-1Z 0.960526 0.891892 0.277391 0.482038
RBF KS-KN 0.947368 0.945946 0.374097 0.364427

where:

MLP denotegperceptrontype network,

RBF denotes radial-type network,

BP  denotes back propagation algorithm,

FP  denotes fast propagation algorithm,

GS denotes conjugate gradients,

LOS denotes random selection of centers,

KS denotes k-averages,

KN  denotes k of the nearest neighbors,

RD denotes manual selection by users, radius equal 1
4 denotes isotropic scaling equal 1.
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As can be seen, the best general results arecdftey

methods. The system requirements needed for smooth

perceptrontype networks which learned based on the fasbperation are:

error propagation algorithm in phase one and dalgori
back error propagation algorithm in phase two.

The initial phase of usinileuralNET 2005pplications is
that of installation. The program’s default insisitbn
directory is C:\Program FildseuralNET 2005the target
directory can be changed during installation). Omice
application is launched, the main form opens with
information about the program. The form offers the
following options:

MLP,

RBF,

POMOC (HELP),

AUTOR (AUTHOR),

WYJSCIE Z PROGRAMU (EXIT - power sign icon).
One can also return to the window during program
operation by clicking on the AUTOR button on theima
form.

A click on theMLP button activates perceptronneural
network form. The form contains four data entry daws
(secured against letter entry as only numericaladtars
are accepted) to be used to classify orris flowEhese are:
sepal length,
sepal width,
petal length,
and petal width.

In order to classify the flowers, classificatiorettmods
need to be selected before or after data entry fdltmving

algorithms are available in both phases:

back propagation of errors,

fast propagation of errors,

conjugate gradients.

The classification is possible upon the selectafn
algorithms and entry of all correct data. The resilan
image of an orris flower.

The RBF form is designed identically as tperceptron
network form. The only difference lies in the clmiof
other algorithms for the classification method.

Available at the center identification phase are:

The k-averags method,

Radial sampling.

While at the radius (deviation) identification glkea
The k closest neighbors method,

Manual assigning of radius value equal 1,

Isotropic determination of the radius, scaling dqua
At each stage of using tideuraINET 2005application,
it is possible to access the help file by pressimegPOMOC
(HELP) button in the main form. Once the option is
selected, the help window opens which contains:
program user’s manual,

information on radial and perceptron networks,

a description of algorithms used in tReuralNET 2005
software.

The system main window is represented in figure 3.

Non-functional requirements

PC running a Windowsoperating system,
at least 64MB RAM,
monitor resolution of at least 800x600 pixels.

NeuralNET 2005

4

Neural NET 2005

- R S
program-edukacyjl E flagajacy proces nauki
o sieciach neuronowych fypu perceptronowego i radialnego

Fig. 3. Application main window

Help on the operation of each form can be acceased
any time by clicking on the question mark in theepleft
corner of the form.

NeuralNET 2005

| Tematy Pomocy: POMOC.HLP

ko temat, nastgprie prayeisk Wyswiet, albo kikni inng kang, np. Indeks.
ET 2005
nych sieci programu NewraNET 2008

[2] zakrackaMLp
(2] ZakradkaREF

Cnpyrigﬁi@ IIR Akademia Rolnicza Poznan 2005

Fig. 4. Help window

Conclusions

The above discussion on the use MEP and RBF
neural networks as a classification instrument estgthat:
1. Artificial neural networks find a growing numbef
applications in agriculture. Ever more softwarelagtions
are developed that rely on artificial neural networ
(classification systems, prediction systems, denisupport
systems, etc.). Many of them (suchNagManandEXSEL
have been applied successfully for years with dsntl
results.

2. TheNeuralNET 200%pplication meets the requirements
put to educational tools. Its simple intuitive ussterface

The system offers a simple and intuitive interfaceand help facility effectively support users seekingearn

allowing the user a way to master its functionagitfast. It
allows one to conduct classifications with the use
networks learning by means of various algorithms o
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about the practical operation of artificial neurstwork
such as multilayeperceptrons(MLP) and radial RBP

types.
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3. Most projects relying on artificial neural netl® [2] Osowski S. (2000). Sieci neuronowe do przetaaia
attempt to automate agricultural processes andceesthe informacji:  Oficyna  Wydawnicza  Politechniki
need for human involvement in strenuous and pdirgia Warszawskiej, Warszawa

agro-technical jobs (such as crop monitoring).Neura[3] Hertz J., Krogh A., Palmer R. G. (1993). \4stdo
decision-support systems serving the general nedds teorii obliczeéh neuronowych: WNT, Warszawa
agriculture are ever more extensive and, in effewdye  [4] Boniecki P. (2004). Sieci neuronowe typu MLPaor

effective. Such systems are not limited to a siragka of RGB jako komplementarne modele aproksymacyjne w
agricultural pursuits. They are becoming an indregg procesie predykcji plonu pszana: Journal of Research
more important part of operation in the farms where and Applications in Agricultural Engineering, Po#na
production is highly automated. (1'2004), Vol. 49(1), str. 28-33

[5] Boniecki P., Weres J. (2003). Wykorzystanie higk
neuronowych do predykcji wielkoi zbiorow

[1] Rutkowska D., Piliski M., Rutkowski L. (1997). Sieci wybranych ptodéw rolnych: Journal of Research and
neuronowe, algorytmy genetyczne i systemy rozmyte: Applications in Agricultural Engineering, (4’2003)pl.
Wydawnictwo Naukowe PWN, Warszawa-tzd 48(4), str. 56-59.
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